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Agenda

« Set Up and Licensing

« TMOS and Networking

« Basic LTM Components

* Load Balancing and Monitoring

« Profiles and Persistence

« Security and SSL Offload

« Acceleration Technologies

« Device Service Clusters (High Availability)
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Install

 Initial System Setup
* Using the Setup Utility
* Using tmsh



BIG-IP System Initial Setup

G Set up the management port

© Run the setup Utility
License the BIG-IP system
Provision modules
Configure the platform
Optionally, setup a failover pair



Management Port Defaults

IP Address 192.168.1.245/24

SEEIOQEINEUREER (el \Veb: admin/admin
CLI: root/default

F5 Management Port Setup

Configure IP Address
Use automatic configuration of IP address?

Current IP Address: 197.168.1. 245
Current Metmask: 255.255.255.8
Default Route:




Configuring Management Port with CLI

a Log into the CLI using root/default

e Type “config” at the CLI prompt

Confirm Configuration
Accept these settings?

IP Address: 1H.128.1.245
Hetmask: 255.255.255.8
Default Route: 18.128.1.1




u u u
ccessing the BIG-IP Setup Utilit
/& Certificate .Navigat’lun Blocked - Windows Internet Explorer EE
K9\ )= &) nttpsy/101281.285/ -
File Edit View Faveorites Tools Help
: — 5o v [ o v Pagev Safetyv Toolsv @v

https://<mgmt port IP> |

security certificate presented by this website was not issued by a trusted certificate authority.
security certificate presented by this website was issued for a different website's address.

L
rity certificate problems may indicate an attempt to fool you or intercept any data you send to the
to this

er.
We recommend that you close this webpage and do not cc

@ Continue to this website (not recommended).

@ More information

#100% -

-
¥

& Internet | Protected Mode: On




Install

 Initial System Setup
* Using the Setup Utility
* Using tmsh



Setup Utility

ate: J

Mo license exists for this device

y I OMNLINE (ACTIVE)
5 | standalone
I Provigioning Warning

Setup Utility » Introduction

Setup Utility

‘ Welcome
Introduction

License

Setup Utility
Resource Provisioning o begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the “Next” button.

Device Cerificates

Platform

Metwork

Redundancy
VLANS

ConfigSync

Obtain a BIG-IP system license

Mirroring

from F5 Networks

ActivesStandby Pair

Discover Peer



Licensing Methods

Automatic Manual

Generd Properties

Base Ragistration Key ERJEV-KOUCQ-BUVRY-MODQW-THPRIAX Rewver

Add-On Key Audc
Add-0n Regist
[Edil Delete]

Activation Method 2 Automatic "' Manual



Using Automatic Licensing

F5 Licensing Server

|
=* 3

18.202.191.1

General Properties

Activation Method

Base Registration Key

Add-0n Registration Key List

| EKJEV-KOUCQ-BUVRY-MODQW-THPRIAX

Add-On Key

/N N\

/config/bigip.license

172.20.10.3 172.20.10.4



Using Manual Licensing

=k

F5 Licensing Server

General Properties

Base Registration Key | EKIEV-KOUCQ-BUVRY-MODQW-THPRIAX

Add-On Key

Add-On Registration Key List

Activation Method Automatic @ Manual

172.20.10.3 172.20.10.4

ama
172.20.20.1 T

XA




Two Methods for Manual Licensing

System » License :» Re-activate...

M -~  Summary

General Properties
Registration Key EKJEV-KOUCQ-BUVRY -MODOW-THPRLAX
Registration Key List
Manual Method @ i
= = a3 = = & i i & = = * T
& & b & bh L83a b & d 1=
5tep1: Er e & Undl:l &) i nshiln &) o] = o3 u &
a 3 Cut a48b a a b a aa -
#la kN Cgp}r% asalaal DCaCOg D a1l = abo D
= = = ada 3 a4 o aca & e’
Paste
Step 2: Licensing Server T T Telete
e
Send to OnelMote
Select All
Step 3: License
4 I

Cancel



Using the F5 Licensing Server Web Site

( About F3 Customer Support Contact F5 F3 Websites Worldwide

Solution Center Products Training & Services Newsletter Sign-up

Product Licensing
PRODUCT LICENSE STATUS

License Information

TRAFFIC MANAGEMENT PRODUCTS
Activate License for BIG-IP v3.0 and higher
Activate License for BIG-IP v4.3 or v4.6
Upgrade License to v3.0

Upgrade License to BIG-IP v4.5 or vd. 6
Downgrade License to BIG-IF v4.2 or Earlier
Add 55L to BIG-IP v4.2 or Earlier

ISMAN PRODUCTS

Activate License

Activate F5 Product

Step 2: Accept User Legal Agreement

Please agree to the terms of use

EMD USER SOFTWARE LICENSE [;] FIREPASS PRODUCTS
IMPORTANT - READ BEFORE INSTALLING OR QPERATING THIS il Activate License for FirePass vi.x - vé.x
PRODUCT TRAFFICSHIELD PRODUCTS
LICEMSEE AGREES TO BE BOUND BY THE TERMS OF THIS AGREEMENT Bctivate License
?I:STALLING, HAVING INSTALLED, COPYING, OR OTHERWISE USING WEBACCELERATOR PRODUCTS
—== Activate License
PUCT, IF LICENSEE DOES NOT AGREE, DO NOT INSTALL OR USE aall
WAMNJET PRODUCTS
| have read and agree to the terms of this license Activate License for WAN.Jet 4.5
ENTERPRISE MANAGER PRODUCTS
Bctivate License for Enterprise Manager
ARX PRODUCTS
Activate License for ARX v3.3.0 and higher
Upgrade License to ARX vi.x.x
40bba i
Select vour dossier file Browse... Back to Previous Page

Mext =




Download or Copy the F5 License
( AboutFS | Customer Support |  Contact F5 FS Websites Worldwide

Solution Center Products Training & Services Newsletter Sign-up

Product Licensing
PRODUCT LICENSE STATUS

Licensze Information

TRAFFIC MANAGEMENT PRODUCTS

Bctivate License for BIG-IP v3.0 and higher
Activate License for BIG-IP v4.5 or v4.6

Activate F5 Product

Cut and paste your license key from the form below, or click the download button to download a copy of the license file. Upgrade License to v3.0
Upgrade License to BIG-IP v4.5 or vd &

Downgrade License to BIG-IP v4.2 or Earlier
Add 55L to BIG-IP v4.2 or Earlier

ISMAN PRODUCTS

[ Download license ]

uth wvers : sh Bctivate Licensze
FIREPASS PRODUCTS
BIG-IP System License Key File Bctivate License for FirePass vi.x - vB.x
DO NOT EDIT THIS FILEH TRAFFICSHIELD PRODUCTS

Install this file as "/config/bigiplicense". Bctivate License
WEBACCELERATOR PRODUCTS

BActivate License

Contact infermatien in file /CONTACTS

Warning: Changing the system time while this system is running WANJET PRODUCTS
with a time-limited license may maks the system unusable. Activate License for WANJet 4. x
sage : Ewvaluation ENTERPRISE MANAGER PRODUCTS
BActivate License for Enterprise Manager
Only the specific use referenced above is allowed, Any other uses are prohibited, ARX PRODUCTS

BActivate License for ARX v3.3.0 and higher

LU ol T S el T U O O O T O

endar : FS Networks, Inc,
Upgrade License to ARK wh.x.x
Maodule List
active madule = BIG-IP, LAB [LTM,APM,ASM, GTM WOM), VE|WRBIKGU- OPTIONS
DIFWINM|IPVE Gateway |Rate Shaping|Ram Cache|50 MBPS COMPRESSION|SSL, 500 TPS Per
Core|Client Authentication| ASM, VE|PSM, VE|WEA, VE|AFM, VE|WOM, VE|DNSSEC| Anti-Virus Start
Checks|Base Endpoint Security Checks|Firewall Checks |Network Access|Secure Virtual

Keyboard| APM, Web &pplication|Machine Certificate Checks | Protected Weorkspace|Max
Compression, WVE|Remote Desktop|2pp Tunnel|SSL, Max TPS, VE|Routing Bundle, VE

active module : DMNSSEC|YOIVEEBR-QDRHSWI

active module : GTM, WVE|EIRQTWVE-QUXPYLX|IPVE Gateway|Ram Cache|STRP|DNS 7




Paste the License on the BIG-IP

General Properties

EKJEV-KOUCQ-BUVRY-MODQW-THPRIAX

Registration

Key

Registration

Key List

Manual :

@

Method % Copy/Past]
4044kbE02
Soce3a5252
g8efcSb3d
157978£&80

Step 1: f£76892a67

Dossier 680927449
374802102
Tlebde&lf
cZ9ccSddb
S95cdezgsl

Step 2:

Licensing Click here to

Server
£
£ O
£
Buthoriza

Step 3: £
; g
License

BIG-IP system configuration has changed

Fri Apr 26 10:52:39 2013

The configuration for this device has been updated. Conseguently, the features and functionality previcusly available on
the BIG-IP sy=stem might have changed.

Elapsed Time: 27 seconds

" Pplease wat while the configuration changes are verified...
The BIG-IP Cenfiguration utility will be updated momentariby.

F0E80blad443fc8e96f52566a7235b35TEbS5e
E5907056323d659bdZ2ed4445f0fefeB£088elebb
PS25d6607580ae9bceZleSce3688bidabietd
Fe0b31313b587ee3cfbd385c2ced6e70adabl
EE7c40454b32106cal1060414b£2358a215247
EbfcB0f321bl3e8592a2lde334bfle5ef000567
EE037069d35217£134685935ce05b3BE5bTEEE
b722e0a415af3524c503%3277ef7Tbelblazzalb
E58d34adeB32db33685834c226be3d3ab62419
kd145982335%bfcdbeSaalsad050b8d063453750

»

1

Feb4d03a820bE32728d70398cca3£40364dad

M




Resource Provisioning

Jate: User: i
in } inistrator

|| ONLINE (ACTIVE)
I Standalone

Provisioning a module

Setup Utility > Resource Provisioning req u i reS a I icense
Setup Utility

Current Resource Allocation
Introduction
e MGHIT.__ T ————
License
Resource Provisioning DGR S ——
Device Cercates Memory (2.8GE) oMt SSSS—————
Platform S = . . )
Module Provisioning License Status Required Disk (GB) | Required Memary (MB)
Network
[ Management (MGMT) ISmall : NIA 0 340
Redundancy
i |Disabled : =4 Unlicensed 0 0
VLANS ] Carrier Grade NAT (CGNAT)
ConfigSync [7] Advanced Firewall (AFM} Cnone g Licensed 16 628
Failover [l Application Acceleration Manager (AAN) Cnone B Licensed 52 200
Mirroring o ) ) _
] Access Policy (APM) [ none Limited mode available without a license 12 366
ActiverStandby Pair
Discover Peer [ Application Security (ASM) [none £ Licensed 12 808
B Application Visibiliy and Reporting (AVR) L None &g Licensed 18 448
[0 Global Traffic (GTM) Cnone g Licensed 0 148
I Link Controller (LC) I None =4 Unlicensed 0 148
[[] Local Traffic (LTH) ¥ [Nominal -] | E& Licensed 0 a4
M Policy Enforcement (PEM) [CNone [ Unlicensed 16 696
M Protocol Security (PSM) [None Fg Licensed 12 764

[Ela.ck] Revert | | Mext..



User: admi

Administrator

|| ONLINE (ACTIVE)

Activation Complete
I Standalone

Configure your platform.

Setup Utility »» Platform

Setup Utility

Introduction

General Properties

Management Port Configuration | ) Automatic (DHCP) @ Manual

License

IP Addressfiprefid [ 10.128.1.245
Management Port Network Mask: | 255.255.255.0 255.255.255.0 E
Management Route:l 10.128.1.1

Resource Provisioning

Device Certificates

Platform
Host Name |
Network
Redundancy HostIP Address |Use I'v'lanagementF'ortIF‘AddressE
VLANS Time Zone |America.l'Los Angeles E
ConfigSync

User Administration

Failover
F‘assword:l
Mirroring Root Account — l—

-;Ii::\;iit?:::‘:%ir Admin Account Password:l— F5 Networks recommends
contr: | changing the root and admin

S5H Access [¥IEnabled

[l aarssses 1<) account passwords

Bacl |

(




Setup Utility — Sandard Network

bigipA 1. fodemo. com

\dministrator

|| ONLINE (ACTIVE)
I Standalone

Setup Utility »» Network

Setup Utility

—— Standard Network Configuration
it Create a standard network configuration by configuring these features:
License
+ Redundancy
Resource Provisioning + VLANS
« Config Sync
Device Cerificates el
Plath + Mirroring
St + Peer Device Discovery (for Redundant Configurations)
Network b
Redundancy Next..
VLANS
ConfigSync Advanced Network Configuration
Create advanceg device configurations by clicking Finished and navigating to the Main tab of the Configuration Utility.
Failover
Wirroring

ActiverStandby Pair

You must manually configure
network settings

Discover Peer




Setup - Iernal Network Conflguratlon

|| ONLINE (ACTIVE)
I Standalone

Setup Utility »» VLANS

Setup Utility
Internal Network Configuration

Introduction
: Address: I
License
Self P Netmask |
Resource Provisioning
Port Lockdown: | Allow Default [ |
Device Cerificates
_ Address: |
Platform Floating IP
Port Lockdown:!ﬁ.llow Default :
Network
Redundancy mlatonalliL Al Confiucation
VLANS VLAN Mame internal
ConfigSync VLAN Tag ID I auto
Failover Untagged Available Tagged
11
Mirroring
VLAN Interfaces 1 g
ActiveiStandby Pair
Discover Peer

Cancel | [ Mext...



Setup Utility — External Network Configuration

bigipA1. fSdemo.com \ate: Jul 19 User: - : : ..
2 ] 1 .dministrator Partition: _Ccmmcn - ! ﬂ

|| ONLINE (ACTIVE)

I Standalone

Setup Utility »» VLANS

Setup Utility

External Network Configuration

Introduction
External VLAN Create VLAN external () Select existing VLAN
License
§ Address: !
Resource Provisioning
SelfIP Netmask |
Device Cerificates
Port Lockdown:;ﬁ.llow 443 :
Platform
Default Gateway ]
Network
Redundancy External VLAN Configuration
VLANS VLAM Mame external
WLAMN Tag ID I auto
Lintagged Available Tagged
11
VLAN Interfaces j‘i
|




Using the Configuration Utility

Setup Utility Complete
Additional setup optio

() Local Traffic

@ Acceleration

Device Management
Network

System

1 be found be arinthe S m and Networ

ons of the Main tab.

Setup

Support

User Documentation

Technical documentation for this product, including user guides and release
notes, is available on the Ask F5 Technical Support web site.

= User Documentation

Preferences

On the System Preferences screen, you can customize the general preferences
for the Configuration Utility.

» System Preferences

Additional Setup Options

Use the following additional configuration options to refine the system setup,
once you have initially configured the system using the Setup Utility.

= System Device Cerificate
» DNS

* NTP

» SNMP

User Authentication

Setup Utility

Run the Setup Utility again to make changes to basic device settings and
standard network configuration.

* Run the Setup Utility

Ask F5

Ask F5 features quick solutions to technical questions, product manuals,
release notes, an online support case generator, and general information
about F5 Networks and products. Ask F5 provides unlimited access to all
customers covered under an F5 service agreement.

+ Visit AskF5

Solution Center

The Solution Center features step-by-step Deployment Guides, White Papers,
Application Briefs, Success Stories, Tutorials and much more.

+ Visitthe Solution Center

DevCentral

DevCentral provides network administrators and application developers with
extensive tools, tips, techniques, and community resources designed to speed
iControl development and act as a forum to share best practices.

+ Visit DevCentral

Modules

F5 BIG-IP devices are a modular system, so you can add new functions as
necessary to quickly adapt to changing application and business needs.
Modules include options for acceleration, security, and other application delivery
solutions.

+ Visit BIG-IP Modules

Plug-ins

Downloads

Agents

The following agents provide additional functionality for Microsoft® Windows
Server™ platforms.

* ISAPI Plug-in

* |SAPI Plug-in (x64 edition)
This plug-in uses the WM interface to gather system metrics for usein
Mvnamic: Ratin lnad halancinn mode

SNMP MIBs

The compressed files listed below contain all SNMP MIBs related to the BIG-IP
and Enterprise Manager systems.

+ Download F5 MIBs (mibs_f5.tar.gz)
+ Download MET-SMMP MIBs (mibs_netsnmp.tar.gz)

GCH rliante

m




| OHLINE (ACTIVE)
| standalone

fr— statistics

T aop

Eﬁj Local Traffic
f.&ﬁj Acceleration

@ Device Management

E+ 20

System dashboard, traffic

— s 1

3 Global server load balancing using

of Web application firewall using

. product

nder an F5

System

I,:L BIG-IP Application Security Manager (ASM) [

o |ICSA-certified network firewall using |
X BIG-IP Advanced Firewall Manager (AFM)  firais nc

Use the following additional configuration options to refine the
system setup, once you have initially configured the system using
the Setup Utility.

System Device Cerificate
DME

NTP

SMNMP

User Authentication

e ow

Setup Utility

Run the Setup UUtility again to make changes to basic device
settings and standard network configuration.

+ Runthe Setup Utility

+ Visitthe Solution Center

DevCentral

DevCentral provides network administrators and application
developers with extensive tools, tips, techniques, and community
resources designed to speed iControl development and act as a
forum to share best practices.

+ Visit DevCentral

Modules

F5 BIG-IP devices are a modular system, so you can add new
functions as necessary to quickly adapt to changing application
and business needs. Modules include options for acceleration,
security, and other application delivery solutions.

+ Visit BIG-IP Modules




Accessing Archives Page
f5

|| oNLINE (ACTIVE)
I Standalone

I;L‘T} Statistics
l_ﬁ iApp

Eﬁj Local Traffic
@ Acceleration

@ Device Management

£ Network
System

Configuration

Device Cerificates
File Management
Disk Management
Software Management
License

Resource Provisioning

Platfarm

High Availability

Archives

O

Services
Preferences
sFlow
SNMP
Users

Logs

Cnnnnrt

Welcome

E+ I
Setup Support
User Documentation Ask F5

Technical documentation for this product, including user guides and release
notes, is available on the Ask F5 Technical Support web site.

+ User Documentation

Preferences

0On the System Preferences screen, you can customize the general preferences
for the Configuration Utility.

+ System Preferences

Additional Setup Options

Use the following additional configuration options to refine the system setup,
once you have initially configured the system using the Setup Utility.

+ System Device Cerificate
+ DNS

+ NTP

SNMP

User Authentication

-

.

Setup Utility

Run the Setup Utility again to make changes to basic device settings and
standard network configuration.

2+ Runtho Sotim | Hility

Ask F5features quick solutions to technical questions, product manuals,
release notes, an online support case generator, and general information about
F& Networks and products. Ask FS provides unlimited access to all customers
covered under an F5 service agreement.

+ Visit Ask F5

Solution Center

The Solution Center features step-by-step Deployment Guides, White Papers,
Application Briefs, Success Stories, Tutorials and much more.

+ Visitthe Solution Center

DevCentral

DevCentral provides network administrators and application developers with
extensive tools, tips, techniques, and community resources designed to speed
iControl development and act as a forum to share best practices.

+ Visit DevCentral

Modules

F5 BIG-IP devices are a modular system, so you can add new functions as
necessary to quickly adapt to changing application and business needs.
Modules include options for acceleration, security, and other application delivery
solutions.

m

The following agents provide additional functionality for Microsoft® Windows
Server™ platforms.

+ IS3API Plug-in
+ ISAPI Plug-in (x64 edition)

Upload... + Visit BIG-IP Modules
Plug-ins Downloads
Agents SNMP MIBs

The compressed files listed below contain all SNMP MIBs related to the BIG-IP
and Enterprise Manager systems.

+ Download F5 MIBs (mibs_f5 tar.gz)
» Download NET-SMMP MIBs (mibs_netsnmp.tar.gz)




BIG-IP NETWORKING



Overview of Networking

« TMOS is a full proxy architecture
« Traffic must pass through BIG-IP to gain the benefits of TMOS

 Routed mode (recommended)
* Real servers are on an internal network behind the BIG-IP
« The BIG-IP is default gateway for the servers
* The virtual servers are on a external network
« Accessible by the clients

« Source Network Address Translation (SNAT) Mode

 Also know as, One-Armed mode

« Allows a BIG-IP to be inserted into existing networks without changing the existing IP
address structure



How Routed Mode Works
=

[ <) , 3.3.3.3
JE —
A \
HTTP response HTTP request .
DST: 3.3.3.3 DST: 2.2.2.2:80 .
SRC: 2.2.2.2:80 SRC: 3.3.3.3 P
\ BIG-IP LTM
chooses RED
VLAN Internal @ VLAN External :
IP 1.1.1.254 7 7 IP 2.2.2.254 > Umqu.e Tep
\ ’ sessions

HTTP response
DST: 3.3.3.3
SRC:1.1.1.1:8080

HTTP request
DST: 1.1.1.1:8080
SRC:3.3.3.3

-
-
-
-~
-
-
-
-
-~
-
-
-
-
-~
-
-
-
-
-
-
-~
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i11)
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(o
(o
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SNAT or One Armed Setup

« SNATs translate the source IP to an IP owned by BIG-IP

« Advantages
* No changes to your servers or network
« Easy option for quick proof of concept testing
« OneConnect can operate in its most aggressive mode
» Requires no BIG-IP configuration for direct access to real servers

 Disadvantages
« Servers see the BIG-IP as the source IP, you lose the original source IP
« May impact logging mechanisms and harder to debug
« Allows direct access to servers, which reduces security

« The BIG-IP can insert the original IP address into the headers using:
An x-forward for the header through an HTTP profile (RFC compliant)
A custom header through iRules



Why SNATs May be Required

Who are you?‘ 7 | Client

: S 3.3.3.3
-1 1
Outside TCP HTTP request HTTP response
D | DST: 1.1.1.5 DST: 3.3.3.3
SE€Ssion EEEE! SRC: 1.1.1.2
v BIG-IP LTM

| ) chooses BLUE
Defautt TCP Session

VLAN onearme Gateway i
IP1.1.1.100 IP 1.1.1.254 is broken
Inside TCP HTTP request
session ST 1142 HTTP response
SRC: 3.3.3.3

DST: 3.3.3.3

IIIII E II SRC: 1.1.1.2

http_pool



How SNAT Mode Works

p——
A
HTTP response HTTP request
DST:3.3.3.3 DST:1.1.1.5:80
SRC:1.1.1.5:80 SRC:3.3.3.3

GD‘ifaU't ™. Outside TCP
VLAN onearmed ateway 1 .
IP 1.1.1.100 IP 1.1.1.254 SEssion
HTTP response \ .
DST: 1.1.1.100 HTTP request ¢ s InS|de_ TCP
SRC:1.1.1.1:8080 DST: 1.1.1.1:8080 """ session
SRC:1.1.1.100

http_pool



LTM COMPONENTS



BIG-IP LTM Components: Nodes

Local Traffic »» Nodes : Node List :» New Node...

General Properties

I Address

Mame

A node is a physical or

| | logical (for example,

ey —Xell VMWare) server in the
internal network

the server

i i i

172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4

A node is represented
by the IP address of

o Vv




BIG-IP LTM Components: Pool Members

%///////.’/////////.’/////////f/////////f/////////f/////////f/////////.’/////////.’/////////f/////////.’/////////.’/////////.’/////////.’.

g Local Traffic » Pools : Pool List »» HTTP_Web_server_pool

o~ | Properties Members | Statistics

Member Properties
Address 172.20.10.1
Sernvice Port 80
Partition Commaon
Farent Node
Availability

Health Monitars

l I Current Connections

cccee O State

Configuration: | Basic

(port) number

A pool member is a service running
on a node, represented by the IP
address of the node and service

Ratio
Priority Group

Connection Limit

172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4

172.20.10.1:80 172.20.10.2:80
172.20.10.2:443

172.20.10.3:8
172.20.10.3:443 172.20.10.4:443

=

U

W .

o AN




BIG-IP LTM Components: Pools

7 /////////////////////////////////////////////////////////////////////////////////////////////////////
| | 3 =
| Local Traffic »» Pools: Pool List »» New Pool...

Configuration: | Basic

I Mame *_Web_server_pool

Health Monitors

Vs inband

Each pool has its own
load balancing method

Resources

\ Load Balancing Method Round Robin

Priority Group Activation

esesee ) O

@ Mew Address ) Node List

Mew Members

'(
A pool is a logical grouping A node can be
of pool members that of multipl

represents an application !!
. llleflelle

(A I\ )0

172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4
172.20.10.1:80 172.20.10.2:80 172.20.10.3:8080

172.20.10.2:443 172.20.10.3:443 172.20.10.4:443

{ cut | [ Delete |

o Vv




BIG-IP LTM Components: Virtual Servers

I Local Traffic »» Virtual Servers : Virtual Server List .. New Virtual Server...
{ General Properties
san IPaddress | [ AL
) Comblnatlon IE.les:Iin:aticm ,“ Eubi0SHRINC WO
-fldl. nstens 1o client requests — -

10.2.2.100.80 10.2.2.100:443

Each’
directs |
an

escoee C—) 0

10.2.2.225:8080

il il
¢ °°° °°°

172.20.10.1 ¢ 172.20.10.2 172.20.10.3
172.20.10.1:80 172.20.10.2:80 172.20.10.3:8080

172.20.10.2:443 172.20.10.3:443 172.20.10.4:443

o Vv

172.20.10.4




Virtual Servers

* One of the most important configuration components
« Determines what traffic is to pass
* Where the traffic goes
 How it is viewed/manipulated/validated (mostly via profiles)
* So in the last slides we saw virtual server basics (in and out) .....

Resources

Local Traffic » Virtual Servers : Virtual Server List » New Virtual Server... Enabled Available

/Common

General Properties _sys_APM_ExchangeSupport_OA_BasicAuth

I Name

Description

_sys_APM_ExchangeSupport_OA_NtimAuth
_sys_APM_ExchangeSupport_helper
_sys_APM_ExchangeSupport_main

Up Down

Type Standard Enabled Available

Source Address Policies

Destination Address/Mask

Service Port Default Pool

Notify Status to Virtual Address

Default Persistence Profile

State Enabled | v Fallback Persistence Profile



But there is so much more....

Configuration: | Basic

* And this is just the basic menu... [&s

Protocol Profile (Client)

’ Layer 4-7 prOfiIeS Protocol Profile (Server)
« Restrictions on traffic e
» Source Address Translation

- Destination IP and Port Translation in Advanced |l

Content Rewrite SSL Profile (Client)

Rewrite Profile
HTML Profile

SSL Profile (Server)

Acceleration: | Basic

Rate Class

OneConnect Profile SMTPS Profile

Client LDAP Profile
NTLM Conn Pool

Server LDAP Profile

HTTP Compression Profile
SMTP Profile

Web Acceleration Profile VLAN and Tunnel Traffic

HTTP/2 Profile Source Address Translation

© 2016 F5 Networks

TCP

tcp

(Use Client Profile)
None

None

None

None v

Selected Available

/Common
clientssl
clientssl-insecure-compatible
clientssl-secure
crypto-server-default-clientss| v
Selected Available

/Common
apm-default-serverssl
crypto-client-default-serverssl
pcoip-default-serverssl
serverssl

None
None
None
None

All VLANs and Tunnels | ~

None
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How Does a BIG-IP Handle Inbound Traffic

« But virtual server isn’t the only listener

« Listeners are m | 5

« Self IPs (Port Lockdown: None)
 SNATs (Source initiated)

« NATs (Two-way)

« Virtual Servers

’»@ 10.2.2.1

10.2.2.100:80  External VLAN 10.2.2.50

NAT to 192.168.4.8

) O]

=




LOAD BALANCING



Introduction to Load Balancing

 Aload balancing method is an algorithm or formula used to determine which pool
member to send traffic to

« Load balancing is connection based

- Static load balancing methods distribute connections in a fixed man‘
* Round Robin (RR) S

« Ratio (Weighted Round Robin) g
Distributes in a RR fashion for members/nodes whose ratio has not been met‘

v>‘|ore factors, s]ch as the

/|
« |tis important to experiment with different load balamw andl?éc the one

that offers the best performance in your particular envi
4
——

 Dynamic load balancing methods take into accoun
current connection count




Dynamic Load Balancing Methods

 Least Connections
« Fewest L4 connections when load balancing decision is being made
« Recommended when servers have similar capabilities
* Very commonly used

 Fastest
« Balances based upon the number of outstanding L7 requests and then L4 connections
« Requires a L7 profile on the virtual server, else its just Least Connection
« Recommended when servers have similar capabilities

e Observed
e Calculates a ratio each second based on the number of L4 connections
* Not recommended for large pools


https://support.f5.com/kb/en-us/solutions/public/6000/400/sol6406.html?sr=2122150

Dynamic Load Balancing Methods

* Predictive

« Calculates ratio base on the change between the previous connection counts and the current
connection counts

* Not recommended for large pools

« Weighted Least Connections

« Based on how close the number of connections are to meeting the connection limit for a pool member
or node

« Requires connection limits be set on pool member or node
« Recommended when servers have different capabilities

 Dynamic Ratio
« Dynamically weights servers based on the results of SNMP/WMI queries
* Requires SNMP_DCA , SNMP_Base, or WMI pool monitoring
« Recommended when custom calculations are needed



Load Balancing a Service (Member)

I —

——

18.200.150.10

http_pool

\

e

10.2.2.100:80

With each new client A
request, BIG-IP LTM
verifies which pool
member has the fewest oool is |
active connections hast
ections (member) method )
/
_—

BIG-IP LTM directs the

request to the pool member
cvesee ™ O with the least number of

AN

connections

J

/\/ a Current connection A

i

172.20.10.1

secure_pool

23°

172.20.10.2

counts for each pool
AAe member are
H displayed in red
172.20.10.3



Load Balancing an IP Address (Node)
I —

e
18.200.150.10

In this example, the HTTP pool is
configured with the Least
Connections (node) method

With each new client 0.2.2.100:80

request, BIG-IP LTM verifies
which node has the fewest
active connections

N
~ s takes )
all services running on

H 4 counts for each pool
AAR the node member are
i !! displayed in red
172.20.1‘(04 172.20.10.2 172.20.10.3
http_pool  172.20.10.1:80 172.20.10.2:80 172.20.10.3:808Q

SGCUFG_pOOl 172.20.10.2:443 172.20.10.3:443



Pool Failure Mechanisms
« Fallback Host (for HTTP and HTTPS applications)

» Is the server of last resort if all pool members are unavailable
 Returns HTTP redirect (http 302) to client
» Configured in the HTTP profile, the fallback host is not monitored

* Priority Group Activation
« Can dynamically pull in new members into the pool
* Pulls lower priority groups into higher priority groups
« Pulls in all members of a priority group together
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Priority Group Activation

l Preferred and backup sets of pool members I
l To meet client traffic demands I

EEEEEEEEEEEEEE

HTTP Pool




Using Priority Group Activation

BIG-IP LTM uses members with
the highest priority number first

///
R EEEEEEEELE
30 30 30 15 15 15 15 15}

\ 40 40 40 40 40 30

HTTP Pool
Priority Group Activation: Enabled

Less thah 5 n||embers




How Priority Group Activation Works

Priority Group Activation ensures that a
pool doesn’t go below a threshold

15 15 15 15 15 J

HTTP Pool
Priority Group Activation: Enabled

Less thap 5 nlxembers




MONITORS



Types of Monitor Checks

. Node checks

« Determines availability of all services for a particular node
* For example, ICMP check determines if the node is pingable
 When a check fails, the node is pull from all pools it has membership in

« Service checks
« Checks connectivity to services/ports
 For example, HTTP check determines if port 80 can be opened

. Content checks

* Queries the service and checks the contents of the query
 Forexample, HTTP GET / determines if the page returns with correct content
« Content checks can involve username and passwords

« Path checks
* Are transparent monitors that check devices outside the pool

 Interactive checks
« Custom scripts that interact with application




Monitor Types in the GUI

Simple monitors
« ICMP

+ Gateway ICMP General Properties
- TCP Echo e

Extended Content Verification
(ECV) monitors

Local Traffic » Monitors » Hew Manitor...

.+ TCP

« HTTP

« HTTPS

Extended Application Verlflcatlon (EAV) monltors
 External Oracle POP3 SNMP
e FTP * RADIUS * SOAP
. th)jAA\I; * Real Server e UDP
* * SIP e WMI
¢ MSSQL e SMTP

« NNTP .

SNMP DCA



HOW ACtIVe MonltO's WO' k R

| Local Traffic » Monitors »» New Monitor...

( General Properties

BIG-IP LTM ¢ | Name
direct traffic to | Tye
pool memlE G e

NS NS ContinUing to Configuration: | Basic
"»@ "»@ offline pool me|je. 5 Jesconce

10.2.2.100:80 10.2.2.100:44 3~ Timeout 16 seconds
\ GET /index.html
Monitors check the status of Send Sting
a pool member or node on Are yo o 2
an ongoing basis, at a set : When the Tatzanse
interval node respjeE
\ marks it as §

directing {

Receive Disable String

E i
!B User Name
(X A
Password
A 4

Reverse Yes @ No

3&3

172.20.10. 172.20.10. D) 172.20.10.3 LR 172.20
172.20.10.1:80 172.20.10.2:80  —4+72-96-40-3:8680
172.20.10.2:443  172.20.10.3:443  172.20.10.4:443

Transparent Yes @ Mo

o Vv o AN




Monitor Status Reporting

Status

Available

Unknown

Offline

Status Definition

General: Child
General: Parent
Child —Node

Pool Member

Virtual Server
General: Child
General: Parent
Node

Pool Member

Pool
Virtual Server
General: Child

General: Parent

Node
Pool Member
Pool

Virtual Server

Monitor successful
At least one child is Green
Most recent monitor successful

Most recent monitor successful

m + At least one pool member is available

At least one pool is available
No associated monitor (or timeout of first check not reached)
All child objects are unknown (blue)

No associated monitor (or timeout of first check not reached and not
successful)

No associated monitor (or timeout of first check not reached and not
successful)

All pool members are unknown (blue)

All pools are unknown (blue)

Monitor failed

At least one child red AND no green or yellow children available

Most recent monitor failed (no successful.checks within timeout period)
Most recent monitor failed (no successful checks within timeout period)
One or more members are offline and no members are available

One or more pools offline and no members available



Inband (Passive) Monitors

 Inband monitors use client request to see if the pool member:
« Connects (SYN-SYN/ACK-ACK)
» Ifthere is a L7 profile on the virtual server (ie. HTTP), checks for a response to the L7 request

 Inband monitors require pools and virtual servers that:
« Are Standard or Performance (Layer 4)
 Use the TCP or SCTP protocol profile

 Inband monitors are effective in marking a pool member down
* Not as efficient in marking a member up
 Member remains uncheck for a period of time

« Active monitors are more effective in marking members up

 Active and inband monitors can be combined
» For effective monitoring with a lower overhead monitoring
* Monitors at a different interval if the pool member is available



Receive Disabled String

*This setting works like Receive String

*If the response matches Receive Disable String the Receive String
*The node or member Disabled

«Can be used to allow web admins to disable members without needing BIG-
IP access

*To use this setting, you must specify both
‘Receive Disable String and Receive String.




PROFILES & PERSISTENCE



Profiles

« Are a configuration tool that aids you in managing application traffic

A profile defines how a virtual server processes packets it receives
« Based on which profiles are assigned to the virtual server
« Based upon the profile’s configured parameters
« The same profile can be associated with one or more virtual servers

- Different profile types, different traffic processing capabilities
« Protocol profiles, such as, TCP and UDP
« SSL profiles, for client-side and server-side certificates and keys
« Service (L7) profiles, such as, HTTP, FTP, DNS
 And many more.......

* Profiles have a parent/child relationship
« Changes to a parent profile are passed down to the child profile(s)



Persistence

Persistence

Directs a client back to the same server after the initial load balancing decision
has been made

Is required for stateful applications
such as e-commerce shopping carts

May skew load balancing statistics

Basic persistence methods

Simple Persistence
SSL Session ID
Cookie Persistence (Recommended for HTTP)

Other persistence methods

Session Initiated Protocol (SIP)
MSRDP

Universal Persistence

iRules can create persistence records based on anything in the clients request

Such as, jsessionid, username, etc.




Persistence
18.200.150.10‘

|i.
(
NS
10.2.2.100:80 10.2.2.100:
—
eseee C—) 0
\
pe o
)
OQ/va
N
QAARA oY EHEARE -1FIR(- -1
===~ NS e | oo o | | o | Izl
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N &R 7
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Persistence Settings

Match Across Services
* When enabled, specifies that all persistent
connections from a client IP address that go to
the same virtual IP address also go to the same
pool member

Local Traffic » Profiles : Persistence »» Hew Persistence Profile...

General Properties

I Mame | HTTP _user_persis

I Persistence Type |S|:|L|r|:e Address Affinity E|

Parent Profile source_addr :

Configuration

Timeout

e Specifies the duration of the persistence
entries

* Resets on a new connection

Match Across Senvices

Match Across Virtual Servers

Match Across Pools

Hash Algorithm

Timeout |SDEEify'... |E| | 360 seconds
Mask Specify... :l | 255255.255 255

Override Connection Limit

* Allows new connections to be established if
the connection limit is reached, if there is a
persistence record

y V a2 8 vV @ UvYvV <

Map Proxies Enabled

Cwerride Connection Limit




Cookie Persistence

HTTPS m
18.200.150.10

——=— HTTP

General Properties

The BIG-IP makes a load
balancing decision and

then creates a cookie and
returns it to the browser

10.2.2.100:80 10.’

\@

Cookie

eseeee C—) 0

The BIG-IP reads the
cookie.

The user builds their
shopping cart on node
172.20.10.1

1)
1)

1)

o o wurver e cONtAINS
the shopping cart and can
complete their purchase

(o
(o
()




SSL OFFLOAD



SSL Offload (aka SSL Visibility)

Terminates the SSL connection at BIG-IP

BIG-IP has full visibility into the application

Enables the use of iRules, Profiles, et al

Can decrypt/encrypt for 3" party security devices (ie. IPS/IDS)
Can free up valuable server resources

* Includes:
« Consolidated certificate and key management
« Support for FIPS hardware-based key security

= N W A~ O N

« Can selectively insert/retrieve SSL client
certificate information to be used in traffic
management decisions

* BIG-IP has hardware ASIC to perform:

« SSL key exchange
« SSL bulk encryption



Certificates and Keys

« BIG-IP allows you to create, import and view certificates

Local Traffic » SSL Certificates

¥ | = Name Commaon Mame Crganization Expiration
I ca-bundle

cate & Key  localhostlocaldamain MyCompany May 11, 20149

To create, view,
import, or archive
certificates and keys,
1 on the Local Traffic
menu, click SSL
Certificates




Certificates and Keys

Local Traffic » SS5L Certificates » Mew SSL Certificate...

You can create self-

signed certificates or General Properties
work with a Certificate s
Authority Certificate Properties

lssuer

I Common Mame

Division

You can import
certificates into BIG-
IP LTM Lacality
e Both PEM and State OF Province
PKCS certificates SOy
Or you can import E-mail Address
previously
archived
certificates Koy Propartios

Size 1024 | hits

Qrganization

Canfirm Passward

Cancel| Finished




Processing SSL Traffic on the Client-Slde

* To configure a virtual server to process HTTPS:

 Import/Create certificate and key
 Create a client SSL profile,
Attach the certificate and key
 Create a virtual server
In the SSL Profile (Client) box choose the SSL profile

. How client-side processing works

Client connects to a virtual server that is configured with the client
SSL profile

 The client and BIG-IP perform a key exchange and establish an
encrypted session
 The virtual server receives the client traffic
. Decrypts traffic
Performs traffic management functions
For example, iRules or cookie persistence

 The BIG-IP then sends the unencrypted traffic to the chosen pool
member




Processing SSL Traffic on the Server

Use SSL server profiles for highly secure
environments
« Configure a server-side SSL profile
Certificate could be self signed of lower encryption
« Attach the SSL Server profile to the virtual server

- . Client SSL
How server-side processing works Profile
 Client connects to the virtual server using the cert and key in the
client SSL profile
They establish an encrypted session
The virtual server receives and decrypts the traffic
Performs traffic management functions
An encrypted session is established between BIG-IP LTM and g

the selected pool member.
Using the certificate and key in the SSL Server profile

 The data is re-encrypted and sent to the pool member




SSL visibility and inspection

Benefits of SSL visibility

LTM

Perimeter Services Inspection Services Application Services Resources
' SSL Decryption I SSL Encryption .
I + Traffic Steering 1 R + Load Balancing 3

« Malware protection

Policy

« Corporate compliance

. . . . Security Services
* Productivity monitoring
0L ciee S
* Intellectual property protection J ' 2=
IPS DLP SWG Any Security

« Customer experience enhancement

« Decreased cost and complexity of content security functions

o Vv o AN




ACCELERATION



LTM (TMOS) Core Acceleration Features

« Core TMOS acceleration technologies
« TCP Express
« OneConnect
HTTP compression
Fast Cache
iSessions
Rate Shaping
« Bandwidth Controller
« SPDY Gateway
HTTP/2 Gateway



Acceleration Interface

 Prior to V11.4 acceleration profiles appeared only under Local Traffic >> Profiles

« After V11.4 acceleration profiles are also under the Acceleration tab, along with other
features

Symmetric Properties

Rate Shaping

Quick Start Quick Start

Rate Shapine
Main e

Bandwidth Contrallers

J Statistics o~ Statistics I

Profiles

_ iApp

g Quick Start
] Local Traffic

Rate Shaping

Bandwidth Controllers

HTTP Compression

CIFS
= . MAPI

— Device Management

OneConnect
== MNetwork

MTLM
[i%] System 5 iSession

TCP




Problems with Traditional TCP

 TCPI/IP inefficiencies, coupled with WAN latency and packet loss, all
contribute to slow application performance

 Inflated client response times
« Reduced bandwidth utilization (ability to “fill the pipe”)

D)
111)
D)

111

(o
(o
(o

(o



TCP Acceleration Features

r Goal: To improve the client experience
| IF
iﬁE TCP Express (or TCP optimization)

- * Adaptive congestion windows

A

Fast retransmits
Selective acknowledgements
Congestion notification

TCP Client-Side Profiles

Goal: Server offload

Content Buffering
* Content spooling

N
v
Connection Management
* OneConnect

o Vv o AN




What Is the HTTP Profile?

-Layer 7 profile, notifies the virtual server to parse the HTTP protocol, headers and
request/response sequences

*The all HTTP profiles are under Local Traffic > Profile > Services
*The HTTP acceleration profiles are also under Acceleration > Profiles

(=) Local Traffic ~i| Acceleration

Cluick Start

Rate Shaping

Bandwidth Controllers
I HTTP Compression
Web Acceleration

= Device Management

Authentication =1 Metwork
Other '"h
[f%] System

MTLM
~4) Acceleration

iGession

TCP




HTTP Profi

Local Traffic :» Profiles : Services : HTTP . http
1+ - | Properties

General Properties
Mame hitp

Partition / Path Commaon

Settings
Basic Auth Realm
Fallback Host
Fallback on Error Codes
Reqgue
Reque
Fallback Host
Respo
Reque 0 0 PIESEIVE | ¥ |

Selective [~

Y| Enabled

Response Chunking
OneConnect Transformations

Redirect Rewrite None |Z|

Encrypt Cookies

Cookie Encryption Passphrase

Confirm Cookie Encryption
Passphrase

Maximum Header Size 32768 bytes
Maximum Header Count G4

Pipelining Enabled ||

Insert 4
weulll INsert xForwarded For

LWS S

Maximum Requests

Protocol Security

Send Proxy Via Header In
Request

Preserve |Z|
Presemve |Z|

Send Proxy Via Header In
Response

N X

Local Traffic » Profiles : Services : HTTP Compression »: httpcompression
#+ -  Properties

(General Properties
Mame httpcompression

Partition / Path Commaon

[Compression

Selective Compression

URI Compression URI List (=]

URL:

[Include| Exclude]
Include List

Local Traffic »» Profiles:

s ~ | Properties

General Properties

MName

Partition / Path

Cache Settings

Cache Size
Maximum Entries

Maximum Age

Services : Web Acceleration »» webacceleration

webacceleration

Commaon

100 megabytes
10000

3600 seconds

= Fallback Host
e For HTTP and HTTPS virtual servers
w1 * Redirects the user when pool is down

Content Compression Contl ®

Content

Use the format http://<hostname>

(Include) Exclude|

Include List

text/
application/{xml[x-javascript)

Content List
Exclude List

\Eilﬁ [Delete|
Preferred Method Gzp  [+]

Minimum Content Length 1024 bytes

URI List

Include List

+

Exclude List

Insert XForwarded For

Disahled Il .

Enable to insert the original
client IP in the HTTP header

HTTP.0 Requests
Keep Accept Encoding
Browser Workarounds

CPU Saver V| Enabled

CPU Saver High Threshold 0 %

CPU Saver Low Threshold

lgnore Headers

Insert Age Header

TETI [ETE

Al [=]
Enabled []




COMPRESSION



Using Standard HTTP Compression

« Benefits:
« Clients get data more quickly
 Reduces bandwidth usage
» Less data to encrypt

 Drawbacks:
* Adds an extra load to both the client and server
« Often requires compression software/hardware on every web server



BIG-IP Intelligent HTTP Compression

. All the benefits previously discussed

. Offload compression from the servers, reducing CPU
. This can be accomplished even if the servers are currently compression
. We will review this on the next slide

. If iRules or BIG-IP policies are required to manipulated the data
. HTTP headers are not compressed

. Compress on a per virtual server
. Compress based on URI or file type

. Compression can be scaled based on CPU load
. Important if you are doing compression through the software

. Base Licensing
. On current hardware, max compression part of base license
. Compression in hardware on X200 series.



DEVICE SERVICE CLUSTER (DSC)



Device Service Cluster (DSC)

DSC is a series BIG-IPs supporting each other

« May also be referred to as Centralized Management Infrastructure (CMI)

Each BIG-IP has a Device Object for itself containing;

* Unique device information
» A Certificate for building trusts
« Device HA and failover settings for the local device

BIG-IPs are then placed in Device Trust Groups

« Exchange certificates for secure communications
 Exchange HA settings

BIG-IPs in a Trust Group are combined into Device Groups

« Adevice group may support config sync and failover
« Or synchronization of selected configuration items only



Sync Only Device Groups

S
Allows flexible membership [L__== =0
» Different hardware platforms “N\
« Different license/modules | )
S
..... —O0 > e = O
Can be configured to auto-sync objects %
Certificates * iApps ( )
CRL - iRules | eeeee (——=Ne

Data groups * Policies
External monitors * Profiles

Max of 32 Sync-Only groups are supported

Device trust uses built-in sync-only group “device trust _group”
« Auto-sync enabled
« Adding devices to trust-domain auto-adds to device_trust _group



Traffic Groups

* A group of listeners (IP addresses)
* Virtual address
« Self IP address
« SNAT
+ NAT

* Two different types

* Non-floating
* Floating



Going Beyond Two Devices

If a customer wishes to add devices to the sync-failover group

Set up the configsync and HA configuration and add the new device to the trust
Assign the new to the sync-failover device group and sync to the new device

Adjust traffic group

VID A
VID 2

\/ID_ 2
VIP -1

Default device:
Device 1

Caveats:
GTM can only monitor device

mirroring.

groups of two or fewer BIG-IPs.

V11.4 or higher required for state

\/ID_ @
\/ID_ 7
\ID_ &
VIP -5

Default device:
Device 1

e

VID 19D
VID 11
VID 10

VIP -9

Default device:
Device 3

y "

oz owes

VW N




Oh! In case you missed it!

« Automatic synchronization is now available for sync-failover
« Disabled by default

Device Management » Device Groups »» my-device-group

]
o~ ‘ Properties Failover

General Properties

Mame my-device-group

Group Type Sync-Failover

Description

Configuration: :

Includes Available

fCommaon
Members chbigip131.fise.com
chbigip13: arm
chbigip133.f5se.com ==

Automatic Sync

am=ync

Maximum Incremental Sync _1 024
Size (KB) .




F5 DoD Account Team

S

|Eddie Augustine

301-717-4131

AE / East e.augustine@f5.com
AE / West [Dustin Purkey D.Purkey@F5.com 714-501-4815
SE / East Arnulfo Hernandez A.Hernandez@f5.com 202-360-1984
Air Force SE / West Paul Deakin p.deakin@f5.com 949-395-0051
AE David Thomas d.thomas@f5.com 703-930-9623
AE Thomas Ries T.Ries@f5.om 703-850-4654
DISA SE Anthony Graber anthony.graber@f5.com LamEranes
AE / East John Manning j.manning@f5.com 703-898-4135
AE / West Archie Newell a.newell@f5.com 858-922-2654
N SE /East [Paul Simmons p.simmons@f5.com 843-300-7392
Maa‘::ne Corps SE / West Jimmy Jennings j.jennings@f5.com 951-334-8558
AE Mark Oldknow m.oldknow@f5.com 512-410-9462
Pentagon
Defense 301-660-9644
Agencies SE August Weinerstein a.winterstein@f5.com
MAM / West Brig Lambert B.Lambert@f5.com 801-319-1221
MAM / East Todd Favakeh t.favakeh@f5.com 847-334-5610
SE /East Shaun Simmons s.simmons@f5.com 412-329-8366
Army SE / West [Michael Slavinsky M.Slavinsky@f5.com 206-637-2056




F5 DoD Virtual User Group (DoDVUG) Schedule

Date

Apr 9th
Thursday@ 1500

April 23rd
Thursday@ 1500

May 7th
Thursday@ 1500

May 21st
Thursday@ 1500

June 4th
Thursday@ 1500

June 18th
Thursday@ 1500

Title

F5 DoD Virtual User
Group #1

F5 DoD Virtual User
Group #2

F5 DoD Virtual User
Group #3

F5 DoD Virtual User
Group #4

F5 DoD Virtual User
Group #5

F5 DoD Virtual User
Group #6

F5 DoDVUG Topic

F5 Access Policy Manager with remote access,
network tunneling, and CAC/PIV Authentication.

Get Your SaaS in Gear
Enterprise Application Strategy

Ghastly Wealth Compliance using F5 ASM

Automation/Orchestration - F5 A/O Toolchain

SCCA / SACA

SSLO Orchestrator




Thank You
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