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• Initial System Setup
• Using the Setup Utility
• Using tmsh



1 Set up the management port

2 Run the Setup Utility
• License the BIG-IP system
• Provision modules
• Configure the platform
• Optionally, setup a failover pair



IP Address 192.168.1.245/24
Username/Password Web: admin/admin

CLI: root/default



1 Log into the CLI using root/default

2 Type “config” at the CLI prompt



https://<mgmt port IP>https://<mgmt port IP>



• Initial System Setup
• Using the Setup Utility
• Using tmsh



Obtain a BIG-IP system license 
from F5 Networks



Automatic Manual



172.20.10.3 172.20.10.4

F5 Licensing Server

18.202.191.1

/config/bigip.license



172.20.10.3

F5 Licensing Server

172.20.20.1

172.20.10.4











Provisioning a module 
requires a license



F5 Networks recommends 
changing the root and admin

account passwords



You must manually configure 
network settings









For LTM

System dashboard, traffic 
statistics, and graphs

High availability and clustering
Routing and switching

Backups and licensing

Configure secure remote access using
BIG-IP Access Policy Manager (APM)

ICSA-certified network firewall using 
BIG-IP Advanced Firewall Manager (AFM)

iApp application services and templates
Global server load balancing using

BIG-IP Global Traffic Manager (GTM)Web application firewall using 
BIG-IP Application Security Manager (ASM)
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BIG-IP NETWORKING





http_pool 1.1.1.1  :8080 1.1.1.2  :8080

VLAN Internal
IP 1.1.1.254

VLAN External
IP 2.2.2.254

RED BLUE

The default gateway for the RED 
and BLUE servers is 1.1.1.254 on 

BIG-IP LTM
HTTP request
DST: 2.2.2.2:80
SRC: 3.3.3.3

http_vs 2.2.2.2:80

Client
3.3.3.3

HTTP request
DST: 1.1.1.1:8080
SRC: 3.3.3.3

HTTP response
DST: 3.3.3.3

SRC: 2.2.2.2:80

Unique TCP 
sessions

HTTP response
DST: 3.3.3.3
SRC: 1.1.1.1:8080

BIG-IP LTM 
chooses RED





http_pool 1.1.1.1  :8080 1.1.1.2  :8080

VLAN onearmed
IP 1.1.1.100

Default 
Gateway

IP 1.1.1.254

RED BLUE

The default gateway for the RED 
and BLUE servers is 1.1.1.254 on 

BIG-IP LTM
HTTP request

DST: 1.1.1.5
SRC: 3.3.3.3

http_vs 1.1.1.5:80

Client
3.3.3.3

Outside TCP 
session

HTTP request
DST: 1.1.1.2
SRC: 3.3.3.3

HTTP response
DST: 3.3.3.3
SRC: 1.1.1.2

HTTP response
DST: 3.3.3.3
SRC: 1.1.1.2

Inside TCP 
session

Who are you?

X TCP Session 
is broken

BIG-IP LTM 
chooses BLUE



http_pool 1.1.1.1  :8080 1.1.1.2  :8080

VLAN onearmed
IP 1.1.1.100

Default 
Gateway

IP 1.1.1.254

RED BLUE

The default gateway for the RED 
and BLUE servers is 1.1.1.254 on 

BIG-IP LTM

http_vs 1.1.1.5:80

Client
3.3.3.3

Outside TCP 
session

Inside TCP 
session

HTTP request
DST: 1.1.1.5:80
SRC: 3.3.3.3

HTTP response
DST: 3.3.3.3

SRC: 1.1.1.5:80

HTTP request
DST: 1.1.1.1:8080
SRC: 1.1.1.100

HTTP response
DST: 1.1.1.100

SRC: 1.1.1.1:8080

SNAT

BIG-IP LTM 
chooses RED
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LTM COMPONENTS



172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4

A node is a physical or 
logical (for example, 

VMWare) server in the 
internal networkA node is represented 

by the IP address of 
the server



172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4

A pool member is a service running 
on a node, represented by the IP 
address of the node and service 

(port) number

A node can host 
multiple pool members

172.20.10.1:80 172.20.10.2:80
172.20.10.2:443

172.20.10.3:80
172.20.10.3:443 172.20.10.4:443



172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4

A node can be a member 
of multiple pools

172.20.10.1:80 172.20.10.2:80
172.20.10.2:443

172.20.10.3:8080
172.20.10.3:443 172.20.10.4:443

A pool is a logical grouping 
of pool members that 

represents an application

Each pool has its own 
load balancing method



172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443
172.20.10.3:8080
172.20.10.3:443 172.20.10.4:443

Each virtual server will uniquely 
process client request that match 

its IP address and port

10.2.2.100:80 10.2.2.100:443

A virtual server is an IP address 
and service (port) combination 
that listens for client requests

NOTE: BIG-IP LTM is a default deny 
device; the virtual server is the most 

common way allow client requests to pass 
through

Each virtual server then 
directs the traffic, usually to 

an application pool

NOTE: Multiple virtual 
servers canreference the 

same pools, pool members, 
and/or nodes

10.2.2.225:8080

The virtual server translates the 
destination IP address and port 
to the selected pool member







10.2.2.100:80

10.2.2.1
External VLAN 10.2.2.50

NAT to 192.168.4.8
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LOAD BALANCING





*SOL6406 - Change in Behavior: Fastest, Observed, and Predictive load balancing modes

https://support.f5.com/kb/en-us/solutions/public/6000/400/sol6406.html?sr=2122150




secure_pool
http_pool

172.20.10.1 172.20.10.2 172.20.10.3
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443

172.20.10.3:8080

172.20.10.3:443

10.2.2.100:80

18.200.150.10

Current connection 
counts for each pool 

member are 
displayed in red

45 42 36
2212

BIG-IP LTM directs the 
request to the pool member 

with the least number of 
connections

In this example, the HTTP pool is 
configured with the Least 

Connections (member) method

With each new client 
request, BIG-IP LTM 
verifies which pool 

member has the fewest 
active connections



172.20.10.1 172.20.10.2 172.20.10.3
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443

172.20.10.3:8080

172.20.10.3:443

10.2.2.100:80

Current connection 
counts for each pool 

member are 
displayed in red

In this example, the HTTP pool is 
configured with the Least 

Connections (node) method

45 42 36
2212

BIG-IP LTM directs the 
request to the node with the 
least number of connections

45 54 58

This takes into account 
all services running on 

the node

With each new end-user 
request, BIG-IP LTM verifies 
which node has the fewest 

active connections

With each new client 
request, BIG-IP LTM verifies 
which node has the fewest 

active connections

18.200.150.10

secure_pool
http_pool



Backup Servers
Running WWW and FTP

Priority = 1

Priority = 5
Activation < 2

Priority = 5
Activation < 3

web_pool ftp_pool



HTTP Pool

Preferred and backup sets of pool members

To meet client traffic demands



Less than 5 members

Priority Group Activation: Enabled

40 40 40 40 40 30 30 30 30 15 15 15 15 15

1 2 3 4 5
9 107 86

HTTP Pool

BIG-IP LTM uses members with 
the highest priority number first

Less than 5 members

Priority Group Activation: Enabled



Less than 5 members

Priority Group Activation: Enabled

40 40 40 40 40 30 30 30 30 15 15 15 15 15

HTTP Pool

1 2 3 4 5 7 86
9 10 11 12 13 14

Priority Group Activation ensures that a 
pool doesn’t go below a threshold
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MONITORS





Note: This is a partial 
list

• Oracle POP3 
• RADIUS
• Real Server
• SIP
• SMTP
• SNMP DCA

• SNMP
• SOAP
• UDP
• WMI



172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443
172.20.10.3:8080
172.20.10.3:443 172.20.10.4:443

10.2.2.100:80 10.2.2.100:443

Monitors check the status of 
a pool member or node on 
an ongoing basis, at a set 

interval If a pool member or node being 
monitored does not respond 
within the set interval, BIG-IP 

LTM marks it offline

BIG-IP LTM continues to 
direct traffic to the remaining 

pool members while 
continuing to monitor the 

offline pool member or node

When the pool member or 
node responds, BIG-IP LTM 

marks it as available and starts 
directing traffic to the pool 

member

Are you 
up?

Yes Yes Yes



Status Status Definition
Available General: Child • Monitor successful

General: Parent • At least one child is Green

Child –Node • Most recent monitor successful

Pool Member • Most recent monitor successful

Pool • At least one pool member is available

Virtual Server • At least one pool is available

Unknown General: Child • No associated monitor (or timeout of first check not reached)

General: Parent • All child objects are unknown (blue)

Node • No associated monitor (or timeout of first check not reached and not 
successful)

Pool Member • No associated monitor (or timeout of first check not reached and not 
successful) 

Pool • All pool members are unknown (blue)

Virtual Server • All pools are unknown (blue)

Offline General: Child • Monitor failed

General: Parent • At least one child red AND no green or yellow children available

Node • Most recent monitor failed (no successful checks within timeout period)

Pool Member • Most recent monitor failed (no successful checks within timeout period)

Pool • One or more members are offline and no members are available

Virtual Server • One or more pools offline and no members available





AND NOT
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PROFILES & PERSISTENCE 







172.20.10.1 172.20.10.2 172.20.10.3 172.20.10.4
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443

172.20.10.3:8080

172.20.10.3:443 172.20.10.4:443

10.2.2.100:80 10.2.2.100:443

18.200.150.10

In standard LTM load balancing, 
each client request is directed to 

a different pool member

With persistence, LTM directs 
subsequent requests from a client 
to the same pool member until the 

persistence record expires

With persistence, LTM creates a 
record to remember where the 

client was sent.



Timeout 
• Specifies the duration of the persistence 

entries
• Resets on a new connection

Match Across Services 
• When enabled, specifies that all persistent 

connections from a client IP address that go to 
the same virtual IP address also go to the same 
pool member

Override Connection Limit
• Allows new connections to be established if 

the connection limit is reached, if there is a 
persistence record



172.20.10.1 172.20.10.2 172.20.10.3
172.20.10.1:80 172.20.10.2:80

172.20.10.2:443

172.20.10.3:8080

172.20.10.3:443

10.2.2.100:80

18.200.150.10

10.2.2.100:443

172.20.10.1:443

Item 1

Item 2
Item 3

Cookie Cookie

The user selects to make a 
purchase and is redirected 
to the HTTPS virtual server. 
Sending the cookie along 

with then request.

The user builds their 
shopping cart on node 

172.20.10.1This client is directed to the 
same Web server that contains 

the shopping cart and can 
complete their purchase

The BIG-IP reads the 
cookie.

HTTP

HTTPS

Configure a persistence profile 
using the desired cookie 

persistence method and assign 
the profile to the virtual servers. 

The BIG-IP makes a load 
balancing decision and 

then creates a cookie and 
returns it to the browser

The user builds their 
shopping cart on node 

172.20.10.1

Configure a persistence profile 
using the desired cookie 

persistence method and assign 
the profile to the virtual servers. 

The BIG-IP makes a load 
balancing decision and 

then creates a cookie and 
returns it to the browser
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SSL OFFLOAD



7 APPLICATION
6 PRESENTATION
5 SESSION
4 TRANSPORT
3 NETWORK
2 DATA LINK
1 PHYSICAL



To create, view, 
import, or archive 
certificates and keys, 
on the Local Traffic 
menu, click SSL 
Certificates



You can create self-
signed certificates or 
work with a Certificate 
Authority

You can import 
certificates into BIG-
IP LTM
• Both PEM and 

PKCS certificates
• Or you can import 

previously 
archived 
certificates



Client SSL 
Profile



Server SSL 
Profile

Client SSL 
Profile



SSL visibility provides:
• Malware protection

• Corporate compliance

• Productivity monitoring

• Intellectual property protection

• Customer experience enhancement

• Decreased cost and complexity of content security functions
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ACCELERATION







“I can handle a small 
amount of traffic”

“I can handle a large 
amount of traffic”



TCP Express (or TCP optimization)
• Adaptive congestion windows
• Fast retransmits
• Selective acknowledgements
• Congestion notification

Connection Management
• OneConnect

Goal: To improve the client experience

Goal: Server offload

TCP Client-Side Profiles

TCP Server-Side Profiles

Content Buffering
• Content spooling





Fallback Host
• For HTTP and HTTPS virtual servers
• Redirects the user when pool is down
• Use the format http://<hostname>

Insert XForwarded For
• Enable to insert the original 

client IP in the HTTP header
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COMPRESSION
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DEVICE SERVICE CLUSTER (DSC)





• Certificates
• CRL
• Data groups
• External monitors

• iApps
• iRules
• Policies
• Profiles





Caveats:
• GTM can only monitor device 

groups of two or fewer BIG-IPs.

• V11.4 or higher required for state 
mirroring.

If a customer wishes to add devices to the sync-failover group
• Set up the configsync and HA configuration and add the new device to the trust
• Assign the new to the sync-failover device group and sync to the new device
• Adjust traffic group membership and default devices accordingly

Traffic Group - 1

VIP - 4
VIP - 3

VIP - 2
VIP - 1

Default device:
Device 1

Traffic Group - 2

VIP - 8
VIP - 7

VIP - 6
VIP - 5

Default device:
Device 1

Traffic Group - 3

VIP - 12
VIP - 11

VIP - 10
VIP - 9

Default device:
Device 3

Device 1 Device 2 Device 3

Device Group – 2 Type: Sync - Failover







F5 DoD Virtual User Group (DoDVUG) Schedule
Date Title F5 DoDVUG Topic

Apr 9th            
Thursday@ 1500 

F5 DoD Virtual User 
Group #1

F5 Access Policy Manager with remote access, 
network tunneling, and CAC/PIV Authentication.

April 23rd       
Thursday@ 1500

F5 DoD Virtual User 
Group #2

Get Your SaaS in Gear                                         
Enterprise Application Strategy

May 7th          
Thursday@ 1500

F5 DoD Virtual User 
Group #3 Ghastly Wealth Compliance using F5 ASM

May 21st          
Thursday@ 1500

F5 DoD Virtual User 
Group #4 Automation/Orchestration - F5 A/O Toolchain

June 4th              
Thursday@ 1500

F5 DoD Virtual User 
Group #5 SCCA / SACA

June 18th         
Thursday@ 1500

F5 DoD Virtual User 
Group #6 SSLO Orchestrator
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Thank You
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